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1. INTRODUCTION 3. METHODS
The estimation of dendrometric variables has become important for spatial planning and agriculture projects. Because classical field measurements are time consuming
and inefficient, airborne LiDAR (Light Detection and Ranging) measurements are successfully used in this area. Point clouds acquired for relatively large areas allows to determine | |* Digital Terrain Model and Canopy Height Model (CHM): Using two LiDAR datasets two Digital Terrain Models (DTM) were created: using a window size of 5x5 m from sparse data and
the structure of forestry and agriculture areas and geometrical parameters of individual trees. The aim of this study was to analyse the accuracy of automatically determined 4x4 m from dense data to select points with minimum elevations. The CHM was calculated by substracting the DTM from LiDAR point heights, so the point clouds were normalized from
geometric parameters of trees depending on the density of LIDAR data. Consequently, the objective of this research was to investigate, if the low density LIiDAR data can be used the DTM. CHM were created as a continuous grid surfaces that represented tree heights with maximum available resolution: 0.5x0.5 m from dense and 1x1 m from sparse data.
for reliable estimation of tree height, crown base height, average crown diameter and crown area. It was also investigated, whether the tree size had an impact on accuracy| |° Crown shape and crown area: Two different strategies were applied to identify crown shape: 1) raster data analysis - using the polygons derived from slicing a CHM raster at 0.5 m
of estimated tree geometric parameters and if the analysis are sensitive to estimation strategy. height, 2) raw data analysis -using the circular buffer zone around the tree centroid. In strategy 2) a radius of each buffer zone was defined as half of the distance to the nearest tree
centre. In each buffer zone, using only LiDAR points with the height over 0.5 m, a minimum bounding polygons were created.
2. DATA  Tree height, crown base height and average crown diameter: Some crown metrics were calculated for LiDAR points inside the crown shape polygons from both strategies to obtain tree
_ _ - . _ . : : =3 . height and crown base height. The average crown diameter was obtained as a mean of two diameters of crown shape polygon: the longest one and the perpendicular to this diameter.

The study area (5.92 ha) is located in the muanlpallty of Viver (C.entral East of Spain). TV‘_IO LIDAR datasets with different densities e used: sparse (average dens!ty * Influence of tree size on the accuracy of results: Measured stem diameter was considered as a tree size indicator to divide trees into two groups: medium (stem diameter smaller than
of 0.5pt./m?) an.d the denseo(éy pt./m?). The density of the sgcond LiDAR dataset was .no’F t.Jnlform - pa.rtsf of study area covered by ovgrlaymg scans had an average denslty 25 cm) and large (stem diameter larger than 40 cm). The Mann Whitney U test was performed, to test the similarity of results accuracy between both groups. A linear regression
of 9 pt./m?, while the remaining area had an average density of 3.5 pt./m?. For 25 individual trees inside the study area the following parameters were measured using between the stem diameter and the accuracy of each parameter was also determined.
the traditional dendrology methods: tree height, crown base height, stem diameter, average diameter.

4.1 RESULTS 4.2 RESULTS 4.3. RESULTS ay
CROWN SHAPE AND CROWN AREA TREE HEIGHT, CROWN BASE HEIGHT, AVERAGE DIAMETER INFLUENCE OF TREE SIZE ON THE ACCURACY OF RESULTS 'illé |
For majority of trees the crown contours obtained with different strategies 4 6 6 , , , Both strategies returns very similar tree heights and crown base heights. Tree heights Table 3. The p-values of Mann-Whitney U test and determinations coefficients R2 for | | b ovoine the crown  base
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